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abstract: The demise of scaling laws in micro-electronics has led to an era of
innovation in software and hardware architectures aimed at improving the energy
efficiency of computing systems. Albeit still highly relevant, software optimizations
for mainstream systems, which make the bulk of today’s computing systems, pro-
vide ever-decreasing returns in the range of single-digit percentages. This is why
lots of attention has rightfully turn to domain-specific architectures and emerging
technologies which promise improvements of one to several orders of magnitude.
Software development for these novel systems is still characterized by low-level ex-
pert coding and brittle toolchains, preventing hardware innovations from reaching a
broader impact. In this talk, we discuss ongoing efforts on providing high-level pro-
gramming abstractions and optimizing compilers to automatically target emerging
computing systems. We do this by looking at three ongoing projects.

First, we describe a collaborative HW-SW effort to reduce the energy footprint
of baseband processing in upcoming cellular networks, predicted to surpass the
1500 TWh mark in 2030 [1]. We discuss an ongoing effort to model and simulate
different 5G and user profiles [7] in the context of the award-winning BMBF E4C
project1. We show how the semantic information provided by dataflow models can
be leveraged for domain-specific resource allocation and scheduling at the stringent
latency constraints of 5G baseband processing [4].

We then discuss ongoing efforts in the EU EVEREST Project2 to build a system
development kit for heterogeneous and reconfigurable systems [5]. Concretely, we
describe an MLIR-based end-to-end compilation flow from tensor abstractions [10,
6] onto state-of-the-art reconfigurable systems [9].

Finally, we describe an extensible compilation flow for linear algebra abstractions
that transparently generates code for novel in-memory and near-memory computing
systems [8, 2]. This is ongoing work in the context of the DFG HetCIM project
within the Priority Program on Disruptive Memory Technologies (SPP 2377)3. In
this context, we discuss recently proposed in-memory computing using racetrack
memory [3] as a promising direction for highly dense, robust and energy-efficient
systems.

1bit.ly/3LXdkSo
2https://everest-h2020.eu
3https://spp2377.uos.de
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