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Abstract—Reconfigurable transistors are a new emerging type
of device, which offer the promise to improve the resistance of
electronic components against know-how theft. In order to enable
a product development of such an emerging device, a cross-layer
design enablement strategy is needed, as emerging technologies
are not necessarily compatible withstandard tools used in the
industry. In ‘CirroStrato’, we aim on the development of such
a complete flow enabling CMOS co-integration of reconfigurable
transistors, ranging from process adjustments, device modeling,
library characterization, physical and logical synthesis up towards
sophisticated hardware security tests. In this multi-partner-project
(MPP) paper, our aim is to elucidate the overall design enablement
flow, as well as current research challenges on the individual
stages.

Index Terms—Emerging devices, reconfigurable circuits, EDA,
modelling, CMOS co-integration, hardware security

I. INTRODUCTION

Today’s society relies, to a critical extent, on trust in
electronic systems. Over the last few years, the security of
these systems has been repeatedly threatened by hardware-level
attacks [1]–[3] that can bypass software-based security solu-
tions. Theft and unauthorized replication of integrated circuits
poses a particular problem. Cheap but faulty or even trojanized
replicas can lead to severe failures in mission-critical areas,
such as self-driving cars or industrial plants, with high collateral
damage up to personal injury. The direct and indirect financial
damage caused by Intellectual Property (IP) piracy is estimated
at several hundred billion euros annually. CMOS-based tech-
nologies already offer various security mechanisms to protect
the subject-specific IP (’know-how’) of electronic components.
However, such protection circuits based on classical CMOS
technology have proven to be cost-inefficient in terms of higher
chip area as well as high power consumption. Moreover, these
solutions often lack comprehensive protection of proprietary
designs along the entire value chain. Several emerging nano-
technologies, like memristors, carbon nanotubes and spintronic
devices, have been proposed to increase the security level due to
their inherent resilience against various attacks. Among them,
Reconfigurable Field-effect Transistors (RFETs) represent one
of the most promising nanotechnological solution to protect
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against know-how theft [4], [5]. This type of transistor with
electrically adjustable p- or n-conductivity [6] offers a variety
of inherent device properties that make them ideal for the
realization of trustworthy electronics (Fig. 1). Thanks to their
inherent polymorphic nature, RFETs enable reversible electrical
programmability of digital circuit blocks without the need to
change the layout or physical structure [7]. Manufacturers can
therefore program the actual or desired functionality following
contract manufacturing and defect testing. Neither the manu-
facturer (foundry) nor external test centers have access to the
actual functionality of the design. Unlike in standard CMOS
electronics, the actual circuit or function remains hidden in the
layout since it cannot be distinguished from other combinations
by either simple physical microanalysis (reverse engineering).
Being a charge-based device, RFETs hold the potential to
be integrated seamlessly into CMOS technology [8]. Due
to geometric similarities, Fully-Depleted Silicon-On-Insulator
(FDSOI) technology are particularly suitable for such co-
integration [9]. Recently, also a co-integration schema for bulk-
CMOS has been proposed [10].

In order to enable product development for such platforms,
a cross-layer design enablement strategy is needed, as emerg-
ing technologies are not necessarily compatible with standard
tools used in industry. In the ‘CirroStrato’ project, started in
March 2021, we aim on the development of such a com-
plete flow enabling reconfigurable transistors as CMOS add-
on. The objectives are ranging from process co-integration,
device modeling, library characterization, physical and logical
synthesis up towards sophisticated hardware security tests. In
this intermediate multi-partner project (MPP) paper, our aim is
to elucidate on the overall targeted design enablement flow, as
well as research challenges on the individual stages.

II. BACKGROUND

A. Attack Models and IP Protection Strategies

In the heart of a major semiconductor crisis caused by tech-
nological acceleration and also by demand outstripping supply,
the globalization of the semiconductor business model is more
important than ever as it offers highly specialized expertise at
lower cost. However, third party involvement in the process



Fig. 1: Generic representation of Reconfigurable Field Effect
Transistor (RFET) functionality. (a) Dynamic device level poly-
morphism by switching p- to n-operation. (b) Dynamic gate
level obfuscation of a layout with electrically selectable NAND
or NOR functionality.

increases the risk of intentional temperament by misusing
or inserting Trojans, IP infringement, reverse engineering or
overproducing circuits to be sold in the black market [11],
[12]. Many solutions were suggested to deal with these is-
sues, namely watermarking, fingerprinting, split-manufacturing,
camouflaging, and logic locking. Each solution targets specific
threats [12]. While watermarking and fingerprinting only allow
the identification of the infraction after it took place. The
remaining solutions aim to stop these threats from happening.
However, split-manufacturing does not protect from the most
critical threat: reverse engineering.

In the literature, the threat model, in the context of hardware
security, is aspired from Kerckhoffs’s principle. It is, therefore,
reasonable to assume that the attacker has full access to the
netlist (often acquired through reverse engineering), and a
working circuit known as an Oracle. Second party entities
like foundries or design test centers are perfectly capable of
overproducing, and through reverse engineering, commit all
the aforementioned infractions. Reverse engineering is mainly
possible through probing, structural analysis, and side channel
attacks. These three can be thwarted using camouflaging.

However, the leading defense technique against IP theft is
Logic Locking [13], [14]. It consists of adding supplementary
logic driven by additional primary inputs known as key inputs
to ensure that the proper circuit operation is only obtained when

the correct key pattern is assigned, otherwise, the added logic
would corrupt the output. Logic locking can protect against
overproduction. One of the drawbacks of the logic locking is the
high area, delay, and power overhead that this technique infers
to the circuit. Also classical logic locking approaches have been
shown to be weak against powerful satisfiability (SAT)-based
attacks [15].

B. Reconfigurable Transistors

The unique device level reconfigurability of RFETs is based
on the requirement of having a minimum of independent two
gates: one Program Gate (PG), which switches the transistor
between the p-type and n-type behavior and one Control Gate
(CG) which turns the transistor ON/OFF. In the framework of
’CirroStrato’, two device variants become highly interesting
for a co-integration to CMOS: the Back-Bias RFET [8] and
the Three-Independent-Gate (TIG)-RFET [17] as illustrated in
Figure 2(a,c). In the Back-Bias RFET, the substrate contact
below the Buried Oxide (BOX) creates electrostatic doping in
the SOI channel, which controls the charge type (electrons or
holes) that is injected through the Nickelsilicide (NiSi) Schottky
contacts into the channel. The device features the smallest
possible RFET implementation but comes at the expense of the
program voltage being higher than the typical supply voltage
VDD. On the contrary, in TIG-RFETs the individual PGs
overlap the Si-NiSi interface from the front, thereby controlling
the band bending to choose the majority carriers being injected
into the channel. The carrier injection is, therefore, governed
by thermionic field emission across this metal-semiconductor
interface, while the CG forms a thermal barrier, thereby govern-
ing the charge transport across the channel. This device variant
is larger, but it facilitates a higher expressive capability and is
operational with a single supply voltage. More details of device
physics and the background of RFETs are given in Ref. [6].

The feature of reconfigurability between p- and n-modes and
the feature of multiple independent gates can be exploited to
design electrical reconfigurable polymorphic logic gates, whose
functionality can not be reverse engineered by simple visual-
ization of the gate layout. Typical examples are NAND/NOR
or XOR/XNOR gates. Utilizing those logic gates, RFETs can
combine the techniques like logic locking and camouflaging to
obfuscate the layout of a given circuit [4]. The main difference
here is that instead of adding key logic gates to the design,
existing NAND, NOR, or XOR gates can be replaced by
polymorphic RFET gates, which will behave as intended by the
designer by considering the PG as a key input. Based on this,
advanced concepts like dynamic camouflaging are conceivable,
which are claimed to be more resilient against SAT-attacks [18].
Another huge advantage of using RFETs is their inherent
electrical symmetry with respect to n/p-operation, which is also
relevant in terms of power and delay, which can be utilized
by circuit designers to propose low overhead countermeasures
against side-channel attacks and probing. Thus, offering an
extra layer of protection above logic locking [19], [20].



Fig. 2: Model development from TCAD to SPICE for Reconfigurable Field Effect Transistors on an 22 nm SOI platform. (a)
Process simulated Back-Bias RFET device structure with front-gate (FG), back-gate (BG), source (S) and drain (D) and (b)
simulated electrical characteristics (dotted lines) fitted to the measured data from [16] (straight lines). (c) Three-Independent-
Gate RFET structure with control gate (CG), program gates at source (PGS) and drain (PGD) derived from (d) TIG-RFET layout
files. (e) Symbol for the resulting TIG-RFET device table model for circuit schematic and (f) equivalent circuit showing the
most important current and capacitance relations to be stored in the table.

III. DESIGN ENABLEMENT FLOW

A crucial component for bringing RFETs into mainstream
electronics is to enable a design automation flow that can be
utilized to develop RFETs-based circuits and make them able to
co-exist on-chip with CMOS. Our targeted EDA flow is shown
in Fig. 3. In the remainder of the paper, we discuss the key
steps required as well as their associated challenges.

A. 22nm FDSOI Baseline and RFET Co-Integration

The yellow colored boxes in Fig. 3 indicate the standard
CMOS EDA flow, in which we aim to integrate RFET devices.
At its heart, the foundry provides a Process Design Kit (PDK),
which is a set of files used to describe the fabrication process
of the integrated circuit. It already comprises all physical and
geometrical parameters, like gate line width, contacted poly
pitch and channel doping. From this set of rules, a circuit library
can be derived either by the foundry or the customer itself.
Using this set of circuit blocks, the netlist of the actual IP can be
generated. After logical synthesis, the layout information of the
gate is used in physical synthesis to yield the final circuit layout,
which will be brought to tape-out on a set of lithographic
masks. One of the important features of modern PDKs is that
CMOS technology is no longer limited to a single n- and p-
type device. Both types manifest themselves in a multitude of
versions, ranging from low VDD core devices with different
VTH flavors to high VDD i/o devices. On the one hand, this
gives a great degree of freedom to circuit designers, on the
other hand, it is a challenge for design automation, as models,
libraries, and tools have to be capable of working with all of
those device variants seamlessly.

In our current work, we target to supply RFETs as an
additional device flavor to the 22FDX® technology platform [9]
offered by GlobalFoundries, wherever their unique properties
are needed. RFETs are superior with respect to CMOS co-
integration as compared to other emerging front-end devices.
There is no need for the introduction of new materials or
processes. Technologically, planar RFETs mainly differentiate
themselves from classical MOSFETs by the NiSiX Schottky
contacts, which align directly inside the FDSOI channel instead
on top of the raised source and drain areas [8]. In addition,
different layout versions with one, two, or three front-gates
have to be considered. The main challenge for fabrication is to
prevent a silicide formation between the multiple front-gates
while also keeping the number of additional masks as low
as possible. To ensure this, a set of dedicated RFET PDK
rules is derived, which is not influencing the 22 nm FDSOI
baseline process. Based on these rules a single TIG-RFET
layout (Fig. 2(d)) was established from which a library of TIG-
RFET standard cells can be generated to supplement the CMOS
gate library in terms of security functionality.

B. Modeling and Library Characterization

Device modeling plays a crucial part in bridging the gap
from device development to circuit design. In order to make the
RFET standard cells accessible to VLSI designers, Liberty files
are needed, which contain high-level information about the se-
curity cells, including logic behavior, area, timing information,
power consumption, and inputs capacitances. Details about the
physical information of the cells are largely neglected.
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Fig. 3: Design enablement flow for RFETs as an add-on for CMOS technology across four layers of abstraction. Key steps
(rounded boxes) and datasets (file shaped boxes) are indicated. Yellow colour indicates standard CMOS flow, green indicates
EDA enablement for RFETs; blue indicates additional design for IP protection.

To create a Liberty file, all the standard cells should be
characterized by analog circuit simulations. This can be done
automatically using industrial characterization tools or manu-
ally using a SPICE circuit simulator. As most characterization
tools are not set up for the extended functionality that the
program gate offers to RFETs, we need to define the logic
function and delay and power arcs of each cell for the tool
by developing proper TCL scripts. Cell netlists and device
models are essential for the characterization process. Generally,
compact models, which rely on a formula-based description
of the device behavior, would be preferred. However, the
currently available models only cover the DC part of the devices
and typically cannot reflect the behavior of more than two
independent gates [21]–[23]. Thus, in ‘CirroStrato’, we target
the development of TCAD-based table models as an interme-
diate step towards the full circuit design enablement. In the
present approach, RFET structures are modeled by Sentaurus
TCAD SPROCESS, inspired by the fabrication steps of the
underlying FDSOI platform [8], [9]. Electrical measurements
of test structures such as the Back-Bias RFET shown in Fig.
2(a,b) become the reference for parameter extraction such as
mobilities for electrons µe and holes µh, tunneling masses
and gate metal work function [16]. Combining the gathered
parameter-set with layout information, predictive characteristics
for other device flavors can be derived and verified by electrical
measurements. Following an optimization of the TCAD model,

voltage sweeps are performed across all the terminals, and the
corresponding current, charge and capacitance distributions are
extracted to form a look-up table. Finally, a Verilog-A based
model is used to read the table data and therefore enable SPICE
simulations in any analog circuit simulator supporting Verilog-
A. This process is illustrated for a TIG-RFET device in Fig.
2(c-f). The drawback of this approach is that a new table has to
be generated with each device flavor or development iteration.
Also, tables tend to become very large with a higher number of
independent gates as the overall number of data points N scales
with N = GVi , where G is the granularity of the voltage sweep
and Vi is the number of independent electrodes. In addition,
the capacitive relations of the multigate structures can be quite
complex, also leading to a large data table size [24]. Finally,
for each standard cell, an additional LEF library is created to
comprise layout information of the cells, like the coordinates
of the pins or the number of metal layers.

C. Logic and Physical Synthesis

Once the technology model and library files are available,
the next step is to generate a circuit netlist using RFET-based
standard cells. This process basically comprises two main steps:
Logic and Physical synthesis. Both these steps abstract away
the technological aspects and focus on circuit integration by
breaking it down into multiple stages, as shown in Fig. 3. To



conduct logic synthesis just the Liberty file is required, while
for physical synthesis, both Liberty and LEF library are needed.

Logic synthesis deals with optimizing a logic representation
of a given circuit in terms of a cost function to typically
reduce the overall area, delay, or power consumption of the
circuit. Here, it is important that in principle both static as well
as dynamic reconfigurable designs can be built with RFETs.
From a conventional standpoint, existing logic synthesis ap-
proaches [25], [26] provide acceptable solutions for circuits
made exclusive from RFETs. It has been shown recently that
RFETs-specific logic abstraction can be integrated within logic
synthesis to yield even better results in terms of area [27],
[28]. However, dynamic reconfigurable logic gates often have
a higher area or delay overhead as compared to their static
implementation [29]. Existing CMOS synthesis tools are often
sub-optimal in terms of truly utilizing this dynamic reconfig-
urable property. Suitable strategies to partition the circuit into
static and reconfigurable components have to be devised. In
‘CirroStrato’, we aim to deliver techniques and methodology
targeting such solutions. Particularly partitioning approaches
help to mitigate the area and delay overheads. They are integral
for our targeted security applications, where both transistor
types are integrated in a single circuit. RFET-based standard
cells should just be chosen, if they offer a benefit to the
system like higher security, or less overhead. This approach
is not limited to security, but can be also beneficial for general
computing as demonstrated for 1-bit full adder designs [30].
Once logic synthesis is done, the logic representation undergoes
technology mapping to generate a gate-level netlist based on the
standard cells available in the library.

Physical synthesis takes this netlist from the technology map-
ping stage and uses various algorithms to realize the circuits
in terms of metal wires and actual technology-characterized
standard cells. Exact measures of delay and area are calcu-
lated in this stage. The main challenge for integrating RFET-
based circuits in physical synthesis flow is to care for the
additional gate terminal (program gate) of transistors within the
standard cell boundary. This leads to more usage of routing
resources [31]. An early-level physical synthesis for RFETs
using an open-source tool flow with only few standard cells
has been proposed in [32]. A more elaborate study with
dynamic reconfigurable gates has been shown in [31], where the
authors explored the standard Power Shut-off (PSO) approach
to accommodate all reconfigurable standard cells within a single
portion of the die. For a real co-integration of RFET and CMOS
standard cells, synthesis will be more challenging, as both cell
types have to be placed intermixed on the chip. Here, additional
constraints like different sizes of both standard cell libraries
must be considered if area-minimized designs are targeted.

Further, the design flow for security within the ‘CirroStrato’
framework adds additional challenges as contemporary algo-
rithms have to bring in security considerations at various stages
of their implementation. For example, conventional security
approaches such as logic locking and camouflaging schemes
are primarily implemented over the mapped netlist and are
abstracted away from the synthesis algorithms. In ‘CirroStrato’,

we aim at embedding security bindings deep within the syn-
thesis paradigms for RFETs-based circuits to enable efficient
security solutions with low overhead. One option to achieve
this is explained in more detail in the next section.

D. Security Qualification

In order to maximize the resulting security while retaining
the intended functional behavior, the placement of the polymor-
phic RFET cells is crucial. A smart placement can yield higher
security with fewer elements, thus also reducing power and
delay overheads. To ensure the functional equivalence of the
protected circuit and the original circuit, a miter-based logical
equivalence check is proposed as part of our design flow. The
mechanisms’ security assessment is of utmost importance to re-
inforce the newly introduced protection mechanism and, hence,
avoid any weak logic structures. Various assessment techniques
can be used for the quality assessment of RFET-based logic
locking mechanisms. Simple simulation-based approaches, e.g.,
the approximate Hamming Distance (HD)-based assessment
techniques, have been used for a simple evaluation of the
protection quality. This approach uses HD-based measurements
to differentiate two outputs of a circuit x and y [33]–[35].
The result is considered optimal if the HD is 50% of the
maximal HD. The formal approach proposed in [36] shows the
limitations of simulation-based approaches, unveiling further
weaknesses in the protection mechanisms. In particular, formal
techniques are orchestrated to analyze the circuit’s state space to
determine whether any incorrect keys exist that unintentionally
unlock and expose the circuit’s correct functional behavior. At
first, an inverted miter circuit is generated from the Circuit
under Assessment (CuA) while considering the a-priori known
correct key. The CuA is unrolled for N clock cycles since
sequential elements – meaning Flip-Flops (FFs) – have to
be considered for an exact assessment in terms of sequential
circuits’ unrolling [37]. The primary inputs are equally driven
for both unrolled instances of the CuA and are kept constant
during the unrolling. After the inverted miter has been added,
the key is constrained for both instances of the unrolled
CuA. The entire model is stored as one SAT instance and
processed by a state-of-the-art SAT solver. If the SAT instance
is unsatisfiable, the correct key is considered as stable. If a
satisfiable solution is determined, a corrupting key has been
determined to yield a functional equivalent behavior of the CuA
given at least one stimulus. For a qualitative assessment of
the discovered security threat, every detected corrupting key is
evaluated against the number of possible stimuli leading to this
breach. This framework was improved in [38]. More precisely,
the framework is enhanced to calculate the most intimidating
corrupting keys based on the concept of a SAT-based attack. In
contrast to other techniques, the corrupting keys are calculated
based on Distinguishing Input Patterns (DIPs), maximizing
the number of equivalent behaving stimuli. This improves the
quality of the assessment of potential security threats using
logic locking mechanisms. The detected security breach can
be analyzed to determine the structural reason for the threat.
The information can be used in an iterative reinforcement
process of the mapped netlist, minimizing the weaknesses of



the introduced protection mechanism until a maximum level of
security is reached for a given overhead.

IV. CONCLUSION

We have presented a disruptive design enablement flow for
integrating emerging reconfigurable field effect transistors as
security elements into an existing 22 nm FDSOI technology.
Challenges in the realization of this application, from hardware
co-integration, modeling, library characterization, synthesis,
and quality assessment of the security function, have been dis-
cussed. The overall flow will accelerate the design of emerging
RFET-based applications for hardware security and beyond.
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